Sentence Simplification

**Abstract:**

Sentence simplification aims to simplify the content and structure of complex sentences, and thus make them easier to interpret for human readers, and easier to process for downstream NLP applications. In this paper, we adapt an architecture of Encoder-Decoder model presented by Facebook AI in []. Facebook's model was originally developed for Neural Machine Translation, however, we modified it for the sentence simplification task.

**Introduction:**

The goal of sentence simplification is to convert complex sentences into simpler ones so that they are more understandable and accessible, while still keeping their original information content and meaning. Sentence simplification has a number of practical applications .

First of all, it is useful for bilingual education and other language-learning contexts. Secondly, it can help patients with linguistic and cognitive disabilities [Carroll et al., 1999]. Sentence simplification can also be used to improve performance in other NLP tasks[<https://arxiv.org/pdf/1703.09013.pdf>]. [Chandrasekar et al., 1996; Knight and Marcu, 2000; Beigman Klebanov et al., 2004]
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